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Figure 1: User interface of the Fashionist web application.

ABSTRACT
With the proliferation of the online fashion industry, there have
been increased efforts towards building cutting-edge solutions for
personalising fashion recommendation. Despite this, the technol-
ogy is still limited by its poor performance on new entities, i.e.
the cold-start problem. We attempt to address the cold-start prob-
lem for new users, by leveraging a novel visual preference mod-
elling approach on a small set of input images. Additionally, we
describe our proposed strategy to incorporate the modelled pref-
erence in occasion-oriented outfit recommendation. Finally, we
propose Fashionist: a real-time web application to demonstrate our
approach enabling personalised and diverse outfit recommendation
for cold-start scenarios. Check out https://youtu.be/kuKgPCkoPy0
for demonstration.
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1 INTRODUCTION
Today, online social media is an integral part of peoples’ lives. With
its growing influence, people have a strong desire to remain con-
nected. They share almost every aspect of their lives, including the
outfits they are wearing. The notion that an individual’s dressing
style speaks volumes about his/her personality has led to an in-
creased consciousness amongst people for the appropriateness of
an outfit in a particular context. E-commerce for fashion is boom-
ing, but consumers still face issues while selecting fashion outfits
that are appropriate in context and suit their liking. With this sce-
nario in place, personalised fashion recommendation has gathered
increasing interest from both academia and industry.

Various approaches have been adopted to personalise outfit rec-
ommendation [2, 3, 6, 12, 16]. However, most of these approaches
fail to address the cold-start problem [7]. It is not only relevant
to new users but also for users who prefer to experience the rec-
ommendation service in ’guest mode’ or without getting profiled.
Solving this issue forms the basis for our work. The optimal recom-
mendation for a particular scenario would necessarily be suitable
to that context while keeping the visual elements of fashion (e.g.
colour, texture, style) as per the user’s liking. These visual elements
can be better characterised in terms of clothing categories (e.g. tops:
t-shirt, blouse; bottom: pants, leggings) and attributes (e.g. neck-
line: round, halter; sleeve length: short, three fourth). Therefore, our
approach focuses on the robust detection of these visual elements.

Currently, none of the publicly available fashion datasets [4, 8, 9,
14] has adequate representation for user-context as well as occasion.
Hence, we curated our occasion-oriented fashion knowledge dataset
constituting images scraped from Instagram and Pinterest, and
manually annotated as described in [15]. In this paper, we attempt
to tackle the cold-start problem for new users by taking a few outfit
images depicting their fashion tastes as input. We extract visual
fashion elements from these images and model them as preferences
for personalising the outfit recommendation.
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Figure 2: The proposed pipeline for personalised fashion recommendation in cold-start scenarios.

2 METHODOLOGY
The combined occurrences of visual fashion elements (clothing cate-
gories and attributes) in the input outfit images are a representation
of the user’s preference for different fashion choices. Therefore, the
first portion of our work describes an approach to model the user’s
preferences based on these visual fashion elements. The second
portion describes our strategy to incorporate these extracted visual
preferences into outfit recommendation. We present the proposed
pipeline in Figure 2.

2.1 Visual Preference Modelling
Fashion outfits are a combination of multiple clothing items (like
tops and bottoms or full body dresses). We use a state of the art ob-
ject detection technique; Faster RCNN [11] fine-tuned on ModaNet
[18] dataset for robust detection of these clothing items. After ex-
tracting different clothing items as regions of interest, we apply
multi-task learning, which has been used in various computer vision
applications owing to its remarkable information-sharing capabili-
ties [17], to extract category and attribute knowledge from these
regions of interest. The multi-task classifier uses a MobileNet V2
[5] backbone, trained on DeepFashion [9] dataset and fine-tuned
on our curated dataset. Hence, we can represent each region of
interest in terms of category and attribute labels semantically sim-
ilar to our dataset. Thereafter, the representations of individual
regions of interest are pooled together, forming a semantic repre-
sentation for every outfit in the set of input images. Table 1 shows
the performance of the proposed multi-task learning approach eval-
uated against state of the art techniques for category and attribute
prediction.

2.2 Personalised Outfit Recommendation
After extracting the semantic representations (as described in Sec-
tion 2.1) for the given input images, our goal is to fuse this extracted
preference knowledge into occasion-oriented outfit recommenda-
tion. We start with applying content-based filtering on the dataset
to retrieve outfits relevant to the desired occasion and gender. These
retrieved outfits represent various fashion concepts like style and
seasons. We use feature-weighted k-modes clustering [1, 13] (with
higher weights to the category information) to group the retrieved
outfits into fashion concept clusters.

Each cluster is weighted according to its similarity with the set of
input images (similarity is calculated between the semantic repre-
sentation of cluster centroids and outfits). Subsequently, we use
these cluster weights to decide the number of outfits to be drawn
from that cluster in the final result, hence ensuring both diversity
and incorporation of preference even in cold-start scenarios.

Table 1: Comparison with state of the art architectures

Model Accuracy
Category Attributes

FashionNet [9] 67.33% 65.6%
FashionKE [10] 73.95% 69.59%
MobileNet MTL (Our Method) 73.5% 89.1%

3 DEMONSTRATION
For demonstrating the proposed methodology, we built Fashionist:
a web-based application enabling personalised outfit recommen-
dation for new users. In this web application, users have to select
their gender (see Figure 1a), upload a set of ten images representing
their fashion tastes (see Figure 1b), select the occasion they wish to
dress for (see Figure 1c) and Voila! Top ten occasion relevant outfits
that incorporate the users’ personal preferences (see Figure 1d) are
recommended1 . The users also have the option of skipping the
visual preference modelling step and proceed without uploading im-
ages to retrieve outfits drawn uniformly from each fashion concept
cluster. The implementation of Fashionist follows a server-client
architecture, supporting multiple client requests and cross-platform
support for users to use it anywhere and anytime.

4 LIMITATIONS AND FUTUREWORK
While the server implementation (with GPU support) helps achieve
real-time performance for our application, it might pose privacy
concerns to users uploading their own pictures. Client-side process-
ing with mobile-deployable architectures can potentially address
these concerns. Additionally, instilling certain high-level fashion
concepts like body shape, seasonal variation and cultural depen-
dence of certain clothing styles can help improve personalisation.
We plan to investigate these avenues in the future.
1The recommendations follow no particular order or ranking.
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